PBS Demo (PTP 5.0) 3-1

1. In the Resource
Managers view,
right click, choose
“Add Resource
Manager”.

2. Under Resource
Manager Types,
choose PBS, then
click "Next>".

( +) Resource Managers &3

88 Machines | @ /) ) \
a

Choose Resource Manager Type

Select the type of resource manager to use

Resource Manager Types:

Ceneric Remote Launch
IBM LoadLeveler

IBM Parallel Environment
MPICH2

Open MPI

SLURM
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Adding a PBS Resource Manager
PBS Proxy Configuration

For Remote service
p rOVi d e r, C h Oose PBS Prf)xy Configuration
A\} Re m Ote TOO | S 1/ 4 . Enter information to connect to an PBS proxy server

Click "New...” for new
remote connection; or,
choose connection from
combo.

Choose proxy
configuration (currently
does nothing).

SSH port forwarding.

‘\' Choose proxy configuration |PBS-Torgue
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Adding a PBS Resource Manager

Generic Remote Host

Activated by "New...” on
previous wizard page

Choice of password or
public key

“Advanced” or
“Simplified” button
(default settings usually
sufficient)

Finish returns to proxy
config page; click
“Next>" ...

larget Environment Configuration

Generic Remote Host

Properties for connecting to a generic host

Target name: abe.ncsa.uiuc.edu
Host Information
() Localhost (*) Remote host

Host: abe.ncsa.uiuc.edu

() Public key based authentication
File with private key:

Passphrase:

Port: 22 Timeout(sec): 5

Cipher Type: | Internal SSH client default
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Adding a PBS Resource Manager

Common RM Configuration

+ C h a n g e n a m e Common Resource Manager Configuration

Change any settings for the resource manager

* A u to Sta rt Name and description
‘Z Use default name and description:
ame:

+ Default usually
sufficient

+ Click Finish, and the
new RM will appear
in the Resource
Managers view.
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Creating a PBS Run
Configuration

lipse File Edit Refactor Navigate Search Project [GULN Services Window Help

B Resource Managers &3 *};‘Run ] WO WayS

») PBS@ABE (PBS) %, Debug
Q- Profile

Profile History
Profile As
Profile Configurations...

" Run History

- Run As From Run Menu, select

Run Configurations...

Debug History “Run Configurations ...”.

Debug As
Debug Configurations...

@, External Tools
e

Click small black arrow
next to green Run

icon, then select “"Run
Configurations ...”.
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Creating a PBS Run
Configuration

Run Configurations
| Create, manage, and run configurations

@ No Resource Manager has been selected &

Configure launch settings from this dialog:

7 - Press the 'New' button to create a configuration of the selected type.
;C."C* + Application - Press the 'Duplicate’ button to copy the selected configuration.
[£]C/C++ Remote Application "

Q DSF PDA Application 24 - Press the 'Delete’ button to remove the selected configuration.
& 1

& Eclipse Application *5 - Press the 'Filter' button to configure filtering options.

| F |Fortran Local Application

¥ Java Applet
[71Java Application
._IL.JUnit Configure launch perspective settings from the 'Perspectives' preference page.
Ju JUnit Plug-in Test

@ Launch Group

1 OSGi Framework

- Edit or view an existing configuration by selecting it.

Filter matched 12 of 12 items

In the list of types, right click on

“Parallel Application” and
choose “"New”.
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Configuring the PBS Run
Configuration

No templates yet for this
RM

S ronicaior o S I8 oo Smcteonee i Gonern Since there is only one
soufe Manager. (PaSOASE = ) Resource Manager,
it is automatically
z‘ Set/Edit Template 3 fanager state: STOPPED; template configurations ma : | SEleCtEd.

Resource Manager not started

1 The current resource manager appears not to be running; to assure that the base

ng, to
. template i to date, pl. tart th. d th lick Set/Edit H
Templates again;othenvise, choose ‘Continue™. e Warning: RM not sta rted

( ContiK Cancel

Clicking “Set/Edit
Templates” brings
up this message.

Let’s choose “"Continue”...
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Configuring the PBS Run
Configuration

Warning: “"No base

template” A PBS Resource

Manager

—— . Configuration

ame: New_configuration

-2 Resources . ] Application | (9= Argurflents | i Environment =] Common req uires a “base

Resource Manager: | PBS@ABE + / V/4 b h .
Launch Attributes temp a te 4 Ut t IS

is not generated
zw (Bet/edit Templates ) (View Script ) Resource Manager state: STOPPED; template configurations may not be up to date. un ti/ the RM iS
nitialize Base Template? / h d f h
The current base template has never been initialized; please start the resource a unC e Or t e

manager and then click Set/Edit Templates. first tl'me
"

Subsequent to this
initial run, you will
still get the
warning when the
RM is not running,

but "“Continue” will
allow you to edit
the existing
templates.
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Starting the Resource Manager

Parallel Runtime

Huols] 1. Close the Run configuration.
() Resource Managers 53 =7 2. In the ReSOurce Managers

. ‘ VAdd Resource Manager...

Remove Resource Manager VIeW, rlg ht CI ICk On the RM
dit Resource Manager n
o e _— and select “Start Resource
, tart Resource Ma:._ger — VYEIRE g e r" :
282 Machines &3 - Mo, ] B [

Please select a macnmes

() Resource Managers 53
» () PBS@ABE (PBS)

If all is well, the icon should
turn green and the
Machines view should —
populate. (Problems B e
are indicated by a light
blue or red RM icon,

and possibly an error
message.)

Node Attributes Process Info
Attribute Value
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Editing PBS Batch Templates

Run Configurations CIICking “Set/Edit
Create, manage, and run configurations ~—n ”
@ [Application]: Application program is not specified Te m p I ates n OW
generates and
Name: New_configuration .
E f Resources Uj Application | (9= Arguments i’g Environment | Synchronize | =] Common d IS p I a ys th e ba Se

|c |C/C++ Application . =
[c]C/C++ Remote Appli Resource Manager: (725@A% te m p I ate; th Is
4 DSF PDA Application Launch Attributes .

& clipse Application contains all the
[F]Fortran Local Applica Current Template

] Java Applet T o)

- o v] (set/Edit Templates ) ( View Script ) Resource Manager state: STARTED Va I I d attrl b utes th IS
J]Java Application —

JuJUnit

Ju JUnit Plug-in Test prOXy Server knows

@ Launch Group

t’: 0OSGi Framework a bo u t o

v &=} Parallel Application

5} New_configuratior

PBS Batch Script Configuration

Enter information to configure PBS Batch Script Templates

Available Templates:

base_template Lb'
-

v Edit Template ( Delete Template )
Filter matched i .

Attribute Placeholders
( ’7 ) Name Default Value Tool Tip

directive See the paragraph on scrip, w
Account_Name Format: string

Job_Name Format: string up to 15 ch.
Priority Format: "[+|-]nnnnn"; defa
Resource_List.cput Format: [[hours:]Jminutes:]<

Select to re_open Message : STARTED Ezs“:::::j.sist.ncpus If the set is not null, the jo

group_list Format: group_name[@hos
Output_Path Format: "[hostname:]pathn
S

Cancel ) ([ Finish
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Editing PBS Batch Templates

P Bate sript Coniguraton List of the templates available for
) e this Resource Manager

Available Templates:

base_template

Edit or Delete the selected template

[ Edit Template ) ( Delete Templa(er\‘

Attribute Placeholders

Name Default Value Tool Tip
directive See the paragraph on scrip, w

- el SO |et's try to delete the base template ...

Priority Format: "[+|-]nnnnn"; defa

Resource_List.cput Format: [[hours:]Jminutes:]<

Hold_Types If the set is not null, the jo

Resource_List.ncpus

group_list Format: group_name[@hos R . R
Output_Path Format: "[hostname:]pathn PBS Batch Script Configuration

Enter information to configure PBS Batch Script Templates

Available Templates:

base_template v

—— ——
( cancel ) ( Finish )

Delete Attribute Configuration Error
Ta b | e VieW Of o Cannot delete configuration
configurable base.template: s protected and cannot be removed
attributes, ,
default values Resource_List.cput —

. Hold_Types If the set is not null, the jo
a n d tOOI tl p Resource_List.ncpus

group_list Format: group_name[@hos

text. oo

Not possible.
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Editing PBS Batch Templates

Clicking “Finish” on the
pre ViO US WiZa rd re turns us 8% Resources . ) Application | 6= Arguments | B Environment | Synchronize | ] Common
to the Run ConﬁgUratiOn. esource Manager: @

Launch Attributes

Current Template

C h 0 0 Se t h e b a Se te m p I a te : base_template Z] / Set/Edit Templates ) / View Script ) Resource Manager state: STARTED

the “Launch Attributes” _
area now populates (Optional Commands are
a it Prepended Commands \ / Edit Postpended Commands d iscu Ssed |ate r) i

Attribute Value Description

E a C h CO n fi g u ra b I e a tt ri b u te destination L _] Designation of the queue to which to submit the job.

Account_Name Account to which to charge this job.

a p p e a rS I I l a p p ed to Checkpoint Determines when checkpointing (if supported) will be performed by PBS on behalf of the job.

or Path The final path name for the file containing the job's standard error stream.

W I d g et by ty p e / a | O n g Hold_Types The set of holds currently applied to the job.

Job_Name The name assigned to the job by the gsub or galter command.

W ith a S h O rt d efi n iti O n . Join_Path Merge stdout and stderr into stdout.

Keep_Files Retain these streams on the execution host upon job termination.

Mail_Points Identifies at which state changes the server will send mail about the job.
H a h a b Mail_Users [ " The set of users to whom mail may be sent when the job makes certain state changes.
Ove rl n g Ove r t e a tt rl u te Output_Path [ | The final path name for the file containing the job's standard output stream.
Priority The job scheduling priority assigned by the user.

n a m e Wi I I d i S p I a y a too I Rerunnable _] The rerunnable flag assigned by the user.

t' 'f H H I b I Resource_List.arch [ | Specifies the administrator defined system architecture requried.
I p I/ I O n e I S a Va I a e [} Resource_List.cput | | Maximum amount of CPU time used by all processes in the job.

Resource_List.file [ | The largest size of any single file that may be created by the job.

Resource_List.host Name of host on which job should be run.
W b b I d ,t d e List. Maximum amount of memory used by all concurrent processes in the job.
e p ro a y O n n e e _List '4! Total number of cpus/cores to be allocated to the job.
Resource_List.nice E The nice value under which the job is to be run.

A 4
e V e ry a tt rl b u te ¥4 S O I et s Resource_List.nodes Number and/or type of nodes to be reserved for exclusive use by the job.

Resource_| The value j ar processor for Open MP jobs.

try to customize. Click e Yag Bl s i

pocelspeciislamumberolinogesieauive hysical memory (workingset) used by any single process of the job.
gt the type declared in the node_spec and phy: Y 9 ¥ any single p J0d.

.
A\ S et/ E d I t I e m | a te S " _Lif€a name or one or more properity or properities irtual memory used by any single process in the job.
sy desired for the nodes. The number, the name, vitual memory used by all concurrent processes in the job.
and each properity in the node_spec are separated
redl time during which the job can be in the running state.

.
a g a I n . N Lisone (1) is assumed. Units: string. The name ns Bf the program to process the job's script file.
- . of a node is its hostname. The properties . . | .

1; or an arbitrary string defined by system
dministrator. Example: To ask for 2 processors

Revert
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Editing PBS Batch Templates

PBS Batch Script Configuration ‘ C h Oose W E d it Te m p I a te i .

Enter information to configure PBS Batch Script Templates

If you provide a new name (with or
— '\ | without the *_template” suffix), a

new template is created; otherwise,
the current template will be
modified.

oz
o Slellz

=~

Jol
Pr
Re!
Ho
Re!
art
O

) P

Leaving “base_template” as the name ...

Available Templates:
base_template i
> Edit Attribute Configuration Error

Cannot edit configuration

The base template can be O e reony st s ot b i s e
used “as is //, Or it Can new template from this file to be modified
serve to create custom i e
templates, but it cannot |G- Faese e e |

group_list Format: group_name[@hos

be m Odiﬁed. Output_Path ormat: "[hostname:]pathn

OK

Not possible.
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Editing PBS Batch Templates

Change name to “abe” and click "OK”. This displays the base
template in the editor view:

Edit/Copy Configuration

Edit/Copy Configuration

#!/bin/bash

FHHHHHHHEEEEEEEEEEEEEE RN NN NN EEEEEEE R sy

## Template for PBS Batch Script Generated by PBS Resource Manager

#H

## This template contains all the Job Attributes recognized as valid

## by a given PBS proxy instance.

#H

#H

#H

#H

#H env : place for defining extra environment

#H variables (NB: should not be removed)

## prependedsash : dynamically change arbitrary bash

#H commands which should precede the

#H execution of the main application code

#H mpiCommand mpiOptions run under MPI

#H executablePath progArgs the actual application

#H postpendedBash : dynamically change arbitrary bash

#H commands which should follow the

## execution of the main application code

#H

## A template can also directly contain arbitrary shell scripting (not

## to be replaced via the 'prepended' and 'postpended' placeholders);

## these lines will remain fixed and will not be exposed through

## the Launch Tab for modification (they can however be altered by
using the Resource Manager Properties "Edit" Tab).

#H

## NOTE: We advise removing either the ncpus or the nodes resource,

#H depending on the PBS configuration (nodes is more common);

#H otherwise, the correct value must be set on both redundantly

#H in order for the MPI computation to be correct (and

#H some systems might reject a script with both set).

HHHHHHEEEEEEEEEEFEEEEFERRRRR RN NN RN N BB HHE S S S E S EEFEFF R sy

#PBS -q €destination®

#PBS -A €Account_Name®

#PBS -c €Checkpointé

#PBS -e EError_Pathg

#PBS -h €Hold Types@

Placeholders (ENAMEE) are included for the PBS Job Attribute
names as specified by gsub, plus the following internal variables:
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Editing PBS Batch Templates =

-A EAccount_Name#

~c @Checkpoint

-C fdirectiveg

-e BError_ Pathg

-h €Hold_Typesg

-3j €Join_Path®

-X €Xeep_ Files®

-1 arch=€Resource_List.archg
-1 cput=g€Resource_List.cputf
-1 file=€Resource List.file
-1 ho Rose =S STNRYTY )

#=] mem=€Resource_List.mem@
-1 ncpus=€Resource_List.ncpus@
adce=EResource List.nicef

-1 nodes=gResource_List.nodesg

-1 ompthreads=€Resource_List.ompthreadsg

-1 pcput=gResource_List.pcput

-1 pmem=gResource_List.pmemé

-1 pvmem=€Resource_List.pvmemé

-1 vmem=€Resource_List.vmemg

-1 walltime=€Resource_List.walltimeg

-m €Mail Points@

-M €Mail Userse@

-N €Job_Name€

-0 €0utput_Pathg

-p €Priority€

-g Bdestinationg

-r €Rerunnable@

-5 €Shell Path List@

-u €User_Liste

-v €Variable List@

-V Eexport_alle@

-W depend=€depend@

-W group list=€group listg
#PBS -W stagein=€staggin

geg

€prependedBashé
cd €directory#

€mpiCommafd® empiOptions€ EexecutablePath€ EprogAra

€postpendedBashe

@directory@

The template uses placeholder syntax to generate the
widget display and the actual batch script; in
substituting the actual values, a placeholder marker
(or, in the case of the PBS directives, the entire line)
is eliminated if it is unused or would be an empty
string. The following placeholders are valid:

@qsubAttribute@

These are the attributes associated with valid gsub flags. These are
attributes generally accepted by all systems; future releases will
provide specific versions (such as PBS Pro or Torque). If the
attribute name is currently not recognized, an error will be
reported.

@env@

If the user defines environment variables via the Run Configuration
Environment tab, these will be captured and inserted as bash
"export" commands at this location in the batch script.

@prependedBash@, @postpendedBash@

Any arbitrary bash commands added via the "Edit ... Commands"
button/dialog are inserted here. Note: the template itself can be
modified to carry arbitrary commands; these placeholders allow
you to vary the additional commands without creating an
entirely new template.

Not all PBS systems accept the -d gsub option, so any explicit
directory change associated with the execution of the main

application is taken care of here.
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Editing PBS Batch Templates =

-A EAccount_Name#

~c @Checkpointé

-C fdirective®

-e BError_ Pathg

-h €Hold Types®@

-j €Join_Pathe

-X EXeep_ Files®@

-1 arch=€Resource_List.archg
-1 cput=gResource_List.cputf
-1 file=@€Resource List.file
-1 host=gResource_List.hostg
-1 mem=@Resource_List.memg

-1 ncpus=€Resource_List.ncpus@
-1 nice=€Resource_List.nice®
-1 nodes=£Resource_List.nodesg
-1 ompthreads=€Resource_List.ompthreadsg
-1 pcput=gResource_List.pcput
-1 pmem=EResource_List.pmemé
-1 pvmem=€Resource_List.pvmemé
-1 vmem=€Resource_List.vmemé
-1 walltime=€Resource_List.walltimeg
-m €Mail Points@

-M €Mail Userse@

-N €Job_Namef

-0 #0utput_Path@

-p €Priorityg

-g Bdestinationg

-r ERerunnable#

-5 €shell Path Listg

-u €User_ Liste

-v Evariable List@

-V Eexport_alle@

-W depend=€depend®@

a
€mpiCommand® €mpiOptions® €executablePath® E€progArgsé
€postpendeddashé

@mpiCommand@

Placeholder for the MPI command; if there is no MPI command, the
mpiOptions placeholder is also eliminated.

@mpiOptions@

Currently, this consists of the "-n [mpicores]" argument. This is
automatically computed from the appropriate gsub attribute: if
ncpus is defined, this is used; else the nodes value is parsed for
nodes X ppn.

@executablePath@

Replaced on the basis of the Run Configuration Application tab's
executable path.

@progArgs@
Replaced on the basis of the Run Configuration Arguments tab.

Basically, this can be any PBS script, but only those syntagmata marked by
@...@ will translate into a widget accepting a value from the user. The
entire script, with those markers replaced by the provided values, is
shipped to the PBS proxy when “Run” is clicked.
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Let's try to eliminate and change attributes.

Edit/Copy Configuration

In the editor, we

1. Remove the info header and all but a
few basic attributes. -
Hardcode account to “adn”. el renas

#PBS -N €Job_Name®

Ad d h d rd COd ed env va ri d b | (S] #PBS -1 nodesTQResource_List :nodes@ .
F_U FMTEN DIAN — blg . ;g:z :é ::)l(;;;::izii{gsource_Llst.walltune@

Remove the @postpendedBash@ R

€prependedBashé

placeholder. cd edirectorye
Ad d CO mm a n d “tO u Ch DO N E . tXt". Ergii.gox:;;;c.isximpiomions@ €executablePathf EprogArgse

Edit/Copy Configuration

#!/bin/bash

PBS Batch Script Configuration

Enter information to configure PBS Batch Script Templates

Available Templates:

abe_template v

Coirtempie) (poiee Tempie) Click "OK"” to close editor.

We now see the summary

destination Format: queue[@server].

Resource_List.nodes 1 The value is one or more n =
Job_Name Format: string up to 15 ch, V I eW O e n eW

export_all true

Resource_List.walltime 00:30:00 Format: [[hours:]minutes:]¢

configuration. Click “Finish”.

mpiOptions -n1l INTERNAL_EXTENSION
prependedBash INTERNAL_EXTENSION

X

Cancel ) ( Finish )
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Editing PBS Batch Templates

On the Resources Tab
of the Run
Configuration, now
choose
“abe_template” from
the Current Template
combo.

The dynamic panes
now repopulate from
the new template.
(Note how the “Edit
Postpended
Commands” button has
been eliminated as
well.)

Name: New_configuration
§EResources D_}Appllcatwon ()= Arguments | B Environment

Resource Manager: | PBS@ABE

Launch Attributes

Current Template

abe_template Z} (" Set/Edit Templates ) ) Resource Manager state: STARTED

Optional Commands

MPI Comman d: mpiexec

( Eqit Prepended Commands )

Attribute Value Description

v/ Designation of the queue to which to submit the job.

destination

Job_Name The name assigned to the job by the gsub or galter command.

Resource_List.nodes [ 1 | Number and/or type of nodes to be reserved for exclusive use by the job.

Resource_List.walltime 00:30:00 Maximum amount of real time during which the job can be in the running state

export_all ? Declares that all environment variables in the qsub command's environment

are to be exported to the batch job.
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Configuring a PBS Job

Now let’s fill in some values for this particular job.

Run Configurations

In the Reso urces Tab, We Create, manage, and run configurations

@ [Application): Application program is not specified

Leave "mpiexec” as the e
= 57Y Name: AbeTest
CO m m a n d fo r M PI [ -] E EResources E] Application | (9= Arguments ;’5 Environment | Synchronize | -] Common
Choose destination (queue): Elcrce Aoptcsion | esource anaer. (Fasons
A\Y d e b u g " %k e DSF PDA Application Launch Attributes
. & Eclipse Application

[F]Fortran Local Applica Current Template

Set JObName: 4] Java Applet

[31Java Application

“AbeTestSimpleMPI” Joni

i A\Y "oy Ju Junit Plug-in Test
SpeC|fy the fU” nod es Ilne : @ Launch Group MPI Command:
“1: ppn= 8”7 *kx* v &} parallel Application ( Edit Prepended Commands )

> OSGi Framework
8-} AbeTest

Set walltime to “00:10:00". e ) Descibton

destination debug b Designation of the queue to which to submit the job.

abe_template L‘ 4 Set/Edit Templates Y View Script ) Resource Manager state: STARTED

Optional Commands

Job_Name AbeTestSimpl eNPf The name assigned to the job by the gsub or galter command.
Resource_List.nodes l:ppn=8 Number and/or type of nodes to be reserved for exclusive use by the job.

* The destination list is populated B O et et e et
automatically from the queues the ' )

proxy tells the UI about (there is a

slight delay at start-up for this

event to arrive).

** The MPI —-n option is
automatically computed from the

nodes or ncpus attribute; in this
case, 1 X 8.

d 13 of 13 item
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Configuring a PBS Job =4

Let’s also prepend some commands.

Create, manage, and run configurations

In the Resources Tab, we © e e et

X |5 3p Name: | AbeTest

1. Click “Edit Prepended e [ ——
Commands”. This brings up an [ '
editor. : ‘

Add a variable definition and
echo statement.

Click “"OK".

Edit Prepended Commands

export NCSA MSS_DIR=/u/ncsa/arossi/M
echo ${NCSA_MSS_DIR}

These commands apply to
this instance of the template.
What you add is not
hardcoded into the template,
but is like the values for the
attributes.
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Configuring a PBS Job

Note, however, that you still cannot click "Run”. There is

still a red ‘X’ on the Application Tab. We need to set the
application for this job.

Run Configurations

Fi | | i n th e n a m e fo r th i S Create, manage, and rupgonfigurations

@ [Application]: Appli on program is not speciffed

configuration (“AbeTest") — ,

—
Name:  AbeTest

5
I W s 2-% Resources éApplncahon (9= Arguments i';f,[mvironmen! Synchronize | -] Common
and clic pply”. ese =

|c |C/C++ Application Resource Manager: | PBS@ABE

values are saved and the Elcrce temote ol | o s

& Eclipse Application

n a m e n OW a p pea rs i n th e [¥]Fortran Local Applica Current Template

FilJava Applet abe_template [*] (sev/edit Templates ) ( View Script ) Resource Manager state: STARTED

[31Java Application

list at the left.

¥ JUnit Plug-in Test Optional Commands

[ Launch Group MPI Command: mpiexec
> OSGi Framework
v 8-} Parallel Application ("Edit Prepended Commands )
8-} AbeTest -

Attribute Value Description

destination debug L' Designation of the queue to which to submit the job.
Job_Name AbeTestSimpleMPl | The name assigned to the job by the gsub or qalter command.
Resource_List.nodes l:ppn=8 Number and/or type of nodes to be reserved for exclusive use by the job.
Resource_List.walltime 00:10:00 Maximum amount of real time during which the job can be in the running state.

export_all ‘Z Declares that all environment variables in the qgsub command's environment are

Filter matched 13 of 13 item

@
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. Click on the Application

Ta b E { Resources DJ Application ()= Arguments i’é Environment | Synchronize | T_] Common
L]

Parallel Project:

simple-mpi — / Bro

. Use “"Browse” button to

find remote project /
(here’ “Simple_mpi’,). [] Copy executak (™) (@) Browse Fi

Path to the local fi

= Use h Browse,’ button to fu/ncsa/arossi/SC2010/simple-mpi/ring
¥ Display output

fi n d th e b u i It exeCUta b I e B ::'::SJ(;EOC(IJOOOOOIGICM10000001a

to ru n i (Select a nd Cl iCk 0 2::):::000000161c4ae00000019

n 7" @ Makefile
OK".) B
g, ring.c
|o1§ ring.o

. On the Application Tab,
click “Apply”. The red
mark should disappear.

. Click on the Resources
Tab. The “Run” button
should now be
activated.
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Configuring a PBS Job

Resource Manager: | PBS@ABE

To inspect the actual
batCh Scrlpt (Wlth ;;T:Z::me v ( set/Edit Templates ) [ View Script ) Resource Manager state: STARTED
values filled in) that -

will be used with this o1 Command
launch, click “View

- Y74 Attribute Value Description
S C rl pt destination debug vl Designation of the queue to which to submit the job.

Job_Name vADC'QstSrnp eMPl The name assigned to the job by the gsub or qalter command.

Resource_List.nodes 1:ppn=8 Number and/or type of nodes to be reserved for exclusive use by the job.
Resource_List.walltime 00:10:00 Maximum amount of real time during which the job can be in the running st:

export_all 4 Declares that all environment variables in the gsub command's environment

Script

#!/bin/bash

#PBS -gq debug

#PBS -A adn

#PBS ~N AbeTestSimpleMPI

¥PBS -1 nodes=1:ppn=8

#PBS -1 walltime=00:10:00

#PBS -V

export F_UFMTENDIAN=big

export NCSA MSS_DIR=/u/ncsa/arossi/MsS
echo ${NCSA_MSS_DIR}

cd /u/ncsa/arossi/sC2010/simple-mpi
mpiexec -n 8 /u/ncsa/arossi/sc2010/simple-mpi/ring
touch DONE.txt
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Configuring a PBS Job

Recall that the values for the @enyv@, @executablePath@, and @progArgs@
placeholders are all determined\on the basis of what is set in the/Application,
Arguments and Environment tabs,

Script

#!/bin/bash

#PBS -gq debug

#PBS -A adn

#PBS ~N AbeTestSimpleMPI

#PBS -1 nodes=1:ppn=8

#PBS -1 walltime=00:10:00

¥#PBS =V

export F_UFMTENDIAN=big

export NCSA MSS_DIR=/u/ncsa/arossi/MsS
echo ${NCSA_MSS_DIR}

cd /u/ncsa/arossi/SC2010/simple-mpi
mpiexec -n 8 €G/ncsa/arossi/sc2010/simple-mpi
touch DONE.txt

For example, we could modify the prepended command value to contain only the
“echo” statement, and set the actual variable using the Environment Tab.
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Edit Prepended
Commands: eliminate first
line.

. Click on Environment Tab;
click "New”, and fill in with
the name and value we
just removed; click "OK".
Click “Apply”.

. Click on Resources Tab.

. Click on “View Script”.

Notice NCSA_MSS_DIR
now appears where
@env@ was in the
template.

Edit Prepended Command

Edit Prepended Commands

echo ${NCSA_MSS_DIR}

8-} Resources [£] Application |(9= Arguments

New Environment Variable
Name: | NCSA_MSS_DIR

Value:  fu/ncsa /arossi/MSS

Script

#!/bin/bash

#PBS -g debug

-A adn

~N AbeTestSimpleMPI
‘PES -1 nodes=1l:ppn=8

export NCSA MSS_DIR=/u/ncsa/arossi/MsS

export F_UFMTENDIAN=big

echo ${NCSA MSS_DIR}

cd /u/ncsa/arossi/sC2010/simple-mpi

mpiexec -n 8 /u/ncsa/arossi/sc2010/simple-mpi/ring
touch DONE.txt
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Launching a PBS Job

On the Run Configuration, click "Run” ...

Job Info appears in
the Jobs List view.

When you select the
line, a red box
appears allowing
you to cancel the
job if desired.
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Sharing RMs and Attribute Values
across Run Configurations

+ A Resource Manager has an underlying
configuration; this stores:
+ Connection
+ Valid attributes for the resource
+ Batch Templates

+ A Launch (Run/Debug) Tab has an underlying
configuration; this stores:
+ Attribute & other widget values (Resources Tab)
+ Application, Arguments, Environment, etc. values

Let’'s see how this works ...
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Sharing RMs and Attribute Values =z
across Run Configurations

1. Create a new PBS Resource
Manager (call it PBS@ABE2) as
we did in slides 1-4.

v' Note: PBS RMs cannot
share live/active
connections, so we need to
create a new Remote
Connection, "ABE2” (this
can have the same URL),
before associating the new
RM with it.

. Start PBS@ABE2.

. Open a new Run Configuration
as we did in slides 5-6; call it
AbeZTest.

v Note: now that there is
more than one RM, we must
choose which one to use;
choose PBS@ABE2.
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Sharing RMs and Attribute Values =9
across Run Configurations

. Create a new custom template
using PBS@ABE2’s base
template (refer to slides
12-18). Give it a slightly
different configuration (e.qg.,
eliminate both optional
buttons) so as to distinguish it;
call it “abe2”.

) C h Oose a be 2_te m p I ate fro m 8-} Resources [£] Application | ()= Arguments P, Environment | Synchronize
Current Templates.
. Fill in values:

] ("Set/Edit Templates ) ( View Script ) Resource Manager state: STARTED

Job_Name:
Abe2TestSimpleMPI. e o
nOdeS : 1 : ppn =4 - al.Name mpleMPI igned to the job by the gsub or galter command.

. esource_List.nodes l:ppn=4 umber and/or type of nodes to be reserved for exclusive use by the job.
Wa | |t| I l l e . O O 2) 2 O " 0 0 esource_List.walltime 00:20:00 Aaximum amount of real time during which the job can be in the running state
L] L] L] L]
export_al ( eclares that all environmen

t variables in the gsub command's environment are to be exported to the batch job.
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Attribute values in a Run Configuration

are shared across templates.

Resource_List.arch

Name: AbeTest

8% Resources . [5] Application | (9= Arguments | i, Environment | Synchronize | -] Common

Resource Manager: | PBS@ABE base template [+l Specifies the administrator defined system architec|

(" set/Edit Templates ) [ View Script ) Resol

Launch Attributes Resource_List.cput Maximum amount of CPU time used by all processd

e el Optional Commands Resource_List.file The largest size of any single file that may be creat]

1 Resource_List.host | Name of host on which job should be run.

abe_template L] ’ Set/Edit Templates \
base_template

abe_templ;

MPI Command: mpiexec z

Resource_List.mem Maximum amount of memory used by all concurre:

— r Edit Prepended Commands \ / Edit Postpended Commands \ Resource_List.ncpus 1
mpiexec = o
— Resource_List.nice 0 .

Total number of cpus/cores to be allocated to the ||

MPI Commajd: - - - -
1 The nice value under which the job is to be run.

—_— - ; o
_Edit Prepghded Commands ) Attribute Value SEsCH ptiog Resource_List.nodes 1:ppn=8 Number and/for type of nodes to be reserved for e

destination debug Designation of the queue to which to s

Resource_List.ompthreads 1 Number of threads per processor for Open MP job.

Attribute Value Description

Account_Name Account to which to charge this job.

destination Designation of the q Resource_List.pcput Maximum amount of CPU time used by any single

Job_Name stSimpleMPl | The name assigned Checkpoint Determines when checkpointing (if sut  pasource List.pmem | (e T A physical memory (workingset

Resource_Lisf.nodes l:ppn=8 Number and/or type

[00:10:00
export_all '1

Resource_Lisflwalltime

1. Choose AbeTest

Maximum amount o|

Declares that all env|

4

Error_Path
Hold_Types
Job_Nam
Join #ath

tep_Files

The final path name for the file contair
The set of holds currently applied to tt
The name assigned to the job by the g

Merge stdout and stderr into stdout.

Retain these streams on the execution .. User List

Resource_List.pvmem
Resource_List.vmem
Resource_List.walltime
Shell_Path_List

Maximum amount of virtual memory used by any s
Maximum amount of virtual memory used by all col
Maximum amount of real time during which the joHf

A set of absolute paths of the program to process

The list of user@hosts which determines the user

Mail_Poin
Mai

Identifies at which state changes the server will send mg/ff about the jd

then select
base_template.

dsers The set of users to whom mail may be sent when thefob makes certa

3. Change walltime to

Output_Path | The final path name for the file containing the job§ standard output §|

2. The values that
were set in
abe_template
reappear.

Priority
Rerunnable
Resource_List.arch
Resource_List.cput
Resource_List.file
Resource_List.host
ource_List.mem
Resour ist.ncpus
Resource_List.n
gsource_List.nodes [ 1l:ppn=8
Resodce_List.ompthreads 1
ResourceNist.pcput [
Resource_Listhgmem
ReSource_List.pvitgm
Resouce_List.vmem
ResourceéjList.walltime
Shell_Path_[{Ngt

User_List

00:10:00

Variable_List
depend
directive

export_all

The job scheduling priority assigned by the u

The rerunnable flag assigned by the user.

Specifies the administrator defined sys'
Maximum amount of CPU time used,

The largest size of any single file
Name of host on which job sh,
Maximum amount of mem used by al

Total number of cpus/gfres to be allocat

The nice value undefwhich the job is to

] Number and/or gfpe of nodes to be rese
»' Number of theads per processor for Opi
| mount of CPU time used by a
m amount of physical memory (v

um amount of virtual memory use
aximum amount of virtual memory use
Maximum amount of real time during wk
A set of absolute paths of the program ti
The list of user@hosts which determines
This is the list of environment variables §
The type of inter-job dependencies spec
Defines the prefix that declares a directiy

Declares that all environment variables it

4. The new value
reappears.

architecture requried.

all processes in the job.

at may be created by the job.

"00:15:00"; click “Apply”;
then select abe_template.

Name: AbeTest
5-% Resources

Resource Manager:

PBS@ABE

[£] Application | (9= Arguments | B Environment | Synchronize | ] Common

Launch Attributes
Current Template
abe_template

Optional Commands

MPI Command:

)|

z / Set/Edit Templates \ / View Script \ Resource Manage

mpiexec

( Edit Prepended Commands \

Attribute
destination
Job_Name
Resource_List.nodes

Resource_List.walltime

Value

debug z‘

To)
v

Description

Designation of the queue to which to submit the job.

¥ADE'GSES\‘np ewf The name assigned to the job by the gsub or galter col

l:ppn=8
00:15:00
4

Number and/or type of nodes to be reserved for excluf
Maximum amount of real time during which the job ca

Declares that all environment variables in the qsub co
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Attribute values remain bound to their

Name: Abe2Test

Run Configuration.

8- Resources . [E] Application | 6= Arguments | F§ Environment | Synchronize | =] Common
Resource Manager: | PBS@ABE2 Current 1emplate
/) ™ N " " N
Launch Attributes base_template v _Set/Edit Templates ( View Script ) Resource Manager state

Current Template

abe2_template 3 (Set/Edit Templates ) Optional Commands
I . o)
base_temglate MPI Command: mpiexec v
abe2_tenplate —
. . = — N\ o \ Resource_List.nice 0 = The nice value under which the job is to be r
MPI Commind: | mpiexec = (_ Edit Prepended Commands ) [ Edit Postpended Commands _ . = .
Resource_List.nodes l:ppn=4 Number and/or type of nodes to be reserved
Attribute Value Description .
destination debug )  Designation of the Attribute Value Description Resource_List.ompthreads 1 - Number of threads per processor for Open M
Job_Name [Abe2TestSimpleMPI| The name assigne destination debug L' Designation of the queue to which to submit thi Resource_List.pcput Maximum amount of CPU time used by any si
Resource_List.nodes | Lippn=4 | Number and/or ty Account_Name Account to which to charge this job. Resource_List.pmem Maximum amount of physical memory (worki
Rescurce 1ptwalitimel| 00:20:00 R : = | : : . Resource_List.pvmem [ | Maximum amount of virtual memory used by
export_all 4 Declares that all e Checkpoint u [V Determines when checkpointing (if supported) v =St
Resource_List.vmem Maximum amount of virtual memory used by

Error_Path The final path name for the file containing the ji

Resource_List.walltime 00:25:00 Maximum amount of real time during which t

Shell_Path_List

Hold_Typgé
Job_| e

The set of holds currently applied to the job.

A set of absolute paths of the program to pr
The name assigned to the job by the gsub or qa * s =

Joif Path ] Mergelstdoutiandlstreriintolstdout User_List The list of user@hosts which determines the
1 . Ch oose Abe 2Te St Vi T — ™/ .' Variable_List | This is the list of environment variables passd
Keep_Files Retain these streams on the execution host upo i i ) .
then Select 3 depend The type of inter-job dependencies specified

Mail_Eafhts a e

base_template_ weil_Users » ﬁ The set of users to whom mail may be sent when the joh 3. Change Wa”tlme to
Output_Path The final path name for the file containing the job's spind q
“00:25:00"; click “Apply”;

Identifies at which state changes the server will send mai

Priority The job scheduling priority assigned by the user.
The Values that Rerunnable Y L‘ The rerunnable flag assigned by the user. then select abe2 template
H Resource_List.arch [ ] Specifies the administrator defined systemrchitecture rg
were set in : : o . _
Resource_List.cput Maximum amount of CPU time used by Al processes in t
a be 2_te m p I ate Resource_List.file The largest size of any single file thg€’may be created by
Resource_List.host | Name of host on which job shou
reappear. . I Job shoy/ - ——
ReéSayrce_List.mem Maximum amount of memoryfs - |AbecTest
Resource_Bet.ncpus 1 8 Total number of cpus/corgh to b E EResources |=] Application | ()= Arguments ;’-; Environment | Synchronize | (| Common
Resource_List.nice 0 7 The nice value under yfiich the ji| Resource Manager: | PBS@ABE2
Resource_List.nodes l:ppn=4 Number and/or typ€ of nodes to
Launch Attributes
Resouvge_List.ompthreads 1 v Number of threfds per processol
,d b Resource_Wist.pcput Maximum gffiount of CPU time u Current Template
InS/ e A e2 TeSI, Resource_Listmem MaximugA amount of physical m¢ abe2_template zw f Set/Edit Templates \ ( View Script ) Resource Manager state: ST|
We Can do Redpurce_List.pvi Maxigfilum amount of virtual men
Resou¥gce_List.vmem imum amount of virtual men Optional Commands
the Sa m Resourceé\list.walltime 00:20:00 aximum amount of real time di N Tol
—— MPI Command: mpiexec -
. . Shell_Path_Dt A set of absolute paths of the pn
thlng WI thOUt User_List The list of user@hosts which det Attribute Value Description
bel'n Variable_List This is the list of environment va destination debug L‘ Designation of the queue to which to submit the job.
g depend The type of inter-job dependenc Job_Name Abe2TestSimpleMPl The name assigned to the job by the gsub or galter command.
affected by directive Defines the prefix that declares : Resource_List.nodes l:ppn=4 Number and/or type of nodes to be reserved for exclusive use |
. export_all v Declares that all environment vai Resource_List.walltime 00:25:00 Maximum amount of real time during which the job can be in t
Of' affeCtlng export_all ? Declares that all environment variables in the gsub command's

AbeTest 4. The new value
values. reappears.
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Swapping Resource Managers inside
a Run Configuration

In AbeTest, switch Name: [RpeTest
to PBS @ABE2 -1 Resources . [5] Application | (9= Arguments | I, Environment | Synchronize | -] Common

Resource Manage! PBS@ABE2

Launch Attributes

= Current Template
Name: AbeTest

abe2_template : Set/Edit Templates ) (View Scrip(y\‘ Resource Manager state: STARTED

51 Resources [£) Application L#F Arguments | B Environment | Synchronize | =] Common

Resource Manager: | PBS@ABE Optional Corgeffands

Launch Attributes . | mpiexec

Current Template i Value

abe_template [+) (set/edit Templates ) ( View Script ) Resource Manager state: STARTED debug ion of the queue to which to submit the job.
AbeTestSimpleMPl  The narfle assigned to the job by the gsub or galter command.

Optional Commands rce_List.nodes 1l:ppn=8 Numbe} and/or type of nodes to be reserved for exclusive use by the job.
- ce_List.walltime 00:15:00 m amount of real time during which the job can be in the running state.
MPI Command: mpiexec

4 Degflires that all environment variables in the gsub command's environment are to be exported td

( Edit Prepenfled Commands )

Attribute Value Description

destination debug L‘ Designation of fhe queue to which to submit the job.

Job_Name Al tSimpleMPI = The name assighed to the job by the gsub or galter command.
Resource_List.Nodes l:ppn=8

: - y 4 ' " abe2_template differs from abe_template,
export < but values are same.

Name: Abe2Test

8% Resources . [Z] Application | (9= Arguments | P Environment | Synchronize | -] Common S| m ||a rly, SW|tCh | ng

Resource Manager: | PES@ABE to PBS@ABE in
Abe2Test fills in

) (View Script ) Resource Manager state: STARTED a be_te m p I ate

with Abe2Test

MPI Command: mpiexec [~] Vva | ues.

(" Edit Prepegfded Commands

Current Template

abe_template z' ( set/Edit Templates

Attribute Value Description
destinatiol debug 3] Designation g the queue to which to submit the job.

Job_Name Abe2TestSimpleMPI
_Li l:ppn=4
Resource_List.walti 00:25:00

export_all v egifffes that all environment variables in the qsub command's environment are to be exported
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Features to be Added (Soon)

1.Provide a "minimal” default
template along with the base
template.

2.Provide for export and import
of templates.




