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1. Introduction

1.1 Goals
The purpose of an interoperability workshop is to list a set of scenarios that will test the interoperability between multiple implementations of a federating CMDB.  The workshop will describe a context that will be used to run a set of scenarios.  Each scenario will accommodate an input and an expected output that each reference implementation will need to consume and produce.  Two or more reference implementations are considered to be interoperable if and only if the consumed input is identical and the output is equivalent to the expected output described by the scenario.  The equivalency of the output is specific to the input and is detailed out for each scenario.  The interoperability test is either a pass or a failure and is not a measurable quantity (e.g. two implementations cannot be 50% interoperable).
1.2 Ground Rules

The rules of the interoperability workshop are listed below:

· Participants are expected to bring an implementation of the CMDBf specification that is capable of consuming the inputs detailed in each scenario
· Multiple participants may collaboratively work on a reference implementation of CMDBf
· Participants are free to choose the technology stack in implementing the CMDBf specification
· Participation does not imply any commitment to the open source community
· The context and the mapping of resources can be predefined prior to the workshop
· The input must be identical between multiple implementations of CMDBf
1.3 Setup
All participants are expected to bring their own required hardware to run their implementation.  The workshop is not concerned with the format of the data, the technique used to define the reconciliation of resources, or any other components that the CMDBf specification has left open based on an implementation.  To ensure the identical usage of inputs they will all be stored on a sharable media (e.g. USB key) that can be consumed by each implementation.  Each scenario should be treated as a separate unit unless otherwise specified.  The participants are expected to teardown their environment after each scenario (i.e. the environment should be restored to its original state prior to exercising the scenario).
2. Interoperability Test Suite

2.1 Context and Reconciliation Taxonomy
The following section describes the environment that will need to be setup prior to running the scenarios described below.  The workshop assumes the existence of the following Management Data Repositories (MDRs):
1) Asset MDR – Stores items along with properties that are of interest to asset managers

2) Configuration MDR – Stores items along with properties that describe the configuration detail of an item.
2.1.1 Context
The content of each MDR is listed below.
Asset MDR

ID: http://cmdbf.org/interop/mdr/asset
Configuration Item: Computer System
	Manuf-acturer
	Model
	SerialNumber
	AssetTag
	AssetType
	SystemBoard-UUID
	FQDN
	Name

	M0
	MDL0
	SN00000
	D-000
	Desktop
	SBU11111
	host0.domain0.xyz.com.
	host0

	M1
	MDL2
	SN11111
	L-000
	Laptop
	SBU22222
	host1.domain0.xyz.com.
	host1

	M2
	MDL1
	SN22222
	B-000
	Blade
	SBU33333
	host2.domain1.xyz.com.
	host2

	M0
	MDL0
	SN33333
	D-001
	Desktop
	SBU44444
	host3.domain1.xyz.com.
	host3

	M1
	MDL3
	SN44444
	H-000
	Handheld
	SBU55555
	host4.domain0.xyz.com.
	host4



Type hierarchy of the stored data:



Configuration MDR
ID: http://cmdbf.org/interop/mdr/configuration

Configuration Item: Computer System

	SerialNumber
	SystemBoardUUID
	PrimaryMACAddress
	FQDN
	Name

	SN00000
	SBU11111
	PMA00000
	host0.domain0.xyz.com.
	host0

	SN11111
	SBU22222
	PMA11111
	host1.domain0.xyz.com.
	host1

	SN22222
	SBU33333
	PMA22222
	host2.domain1.xyz.com.
	host2



Configuration Item: Operating System

	HostingSystem
	FQDN
	Name

	SN00000
	host0.domain0.xyz.com.
	Windows

	SN11111
	host1.domain0.xyz.com.
	Linux

	SN22222
	host2.domain1.xyz.com.
	AIX

	SN22222
	host2.domain1.xyz.com.
	HP-UX


Configuration Item: Installed Software
	HostOS
	HostComputer
	Manufacturer
	ProductName
	InstallPath
	Version

	SN00000
	SN00000
	MF0
	PN0
	C:\PN0
	1.0

	SN11111
	SN11111
	MF0
	PN0
	C:\PN0
	1.0

	SN22222
	SN22222
	MF1
	PN1
	/N1
	2.0


Type hierarchy of the stored data:





2.1.2 Reconciliation Taxonomy
The first three machines listed under the asset MDR are the same computer systems described in the configuration MDR.  More specifically, a record in an asset MDR describes the same computer system under the configuration MDR if and only if one of the following conditions is true:

i) The serial number of the record under the asset MDR matches the serial number of the record describing a computer system item under the configuration MDR.
ii) The system board UUID of the record under the asset MDR matches the system board UUID of the record describing a computer system item under the configuration MDR.

iii) The FQDN of the record under the asset MDR matches the FQDN of the record describing a computer system item under the configuration MDR.

The last two items representing a desktop and a handheld device under the asset MDR do not have a corresponding entry under the configuration MDR.  
2.1.3 Setup
The registration service of the implemented federating CMDB is expected to support and accept all but the following record from the asset MDR:

	M1
	MDL3
	SN44444
	H-000
	Handheld
	SBU55555
	host4.domain0.xyz.com.
	host4



The federated CMDB should also be configured to reconcile the data between the asset and the configuration MDR based on the reconciliation taxonomy described in section 2.1.2.  
2.2 Registration

The scenarios listed in this section exercise the registration service that must be included as part of the federating CMDB implementation:
2.2.1 Registering an Unsupported Item
The following scenario will attempt to register the unsupported handheld device from the asset MDR (see table 2.4).  The expected result is for the federated CMDB to decline the registration of the item.

Pre-requisite:

None

Registration input:

TODO: complete

Expected output:

TODO: complete

2.2.2 Registering Supported Items

This scenario tests the registration of supported items from multiple MDRs.  All supported items of the asset and configuration MDRs are registered in this scenario.  The expected outcome is for the items to successfully be registered.
Pre-requisite:

None

Registration input:

TODO: complete

Expected output:

TODO: complete

2.2.3 Registering Supported and Unsupported Items

This scenario tests the registration of supported and unsupported items.  The input registers the unsupported handheld device and the first desktop item of the asset MDR.  The expected result is for the handheld item to be declined and the desktop item to be accepted.

Pre-requisite:

None

Registration input:

TODO: complete

Expected output:

TODO: complete

2.2.4 Registering Selective Items based on Record Type
This scenario tests the registration of selective records based on their type.  The input will register all operating system items of the configuration MDR that are of type ‘UNIX’.  This includes the HP-UX and AIX operating systems.  The expected result is for all registration requests to be accepted.
Pre-requisite:

None

Registration input:

TODO: complete

Expected output:

TODO: complete

2.2.5 Invalid Registration Request
The input in this scenario includes an item element without a record element.  The request is invalid and it is expected to be declined.
Pre-requisite:

None

Registration input:

TODO: complete

Expected output:

TODO: complete

2.2.6 Registering a Relationship

This scenario tests the registration of an existing relationship.  The input attempts to register all desktops in the asset MDR that have Windows installed as an operating system.

Pre-requisite:

None

Registration input:

TODO: complete

Expected output:

TODO: complete

2.3 Deregister

This section exercises the deregistration operation for a federating CMDB.  The majority of the scenarios in this section have prerequisites that must be executed prior to running a deregister operation.
2.3.1 Deregistering an Item using a Response Instance ID
According to the specification an instance ID specified for an item can be the instance ID used as part of the registration or an alternative instance ID provided in the response of a registration request.  The following scenario registers the first item from the asset MDR using a unique instance ID and uses the same instance ID to deregister the item.  The expected outcome is for the item to be deregistered successfully.
Pre-requisite:

TODO: complete

Deregistration input:

TODO: complete

Expected output:

TODO: complete

2.3.2 Deregistering an Item using an Alternative Instance ID
This scenario registers the first item of the asset MDR and uses one of the available alternative instance IDs to have it deregistered.  The expected output is for the item to be deregistered.

Pre-requisite:

TODO: complete

Deregistration input:

TODO: complete

Expected output:

TODO: complete

2.3.3 Deregistering an Item using Response and Alternative Instance ID

This scenario registers the first item of the asset MDR and attempts to deregister it twice using the response and alternative instance ID.  The expected outcome is for the first request to be accepted and the second one declined.

Pre-requisite:

TODO: complete

Deregistration input:

TODO: complete

Expected output:

TODO: complete
2.3.4 Repeating the same Instance ID

This scenario registers the first item of the asset MDR and attempts to deregister it twice using the response instance ID.  The expected outcome is for the first request to be accepted and the second one declined.

Pre-requisite:

TODO: complete

Deregistration input:

TODO: complete

Expected output:

TODO: complete

2.3.5 Deregistering a Relationship
This scenario deregisters a relationship.  The pre-requisite registers all desktops running Windows as an operating system and the input attempts to deregister that relationship.  The expected outcome is for the relationship to be deregistered.

Pre-requisite:

TODO: complete

Deregistration input:

TODO: complete

Expected output:

TODO: complete
2.3.6 Deregistering an Unregistered Item
This scenario deregisters an item that has not been registered.  The expected outcome is for the request to be declined.

Pre-requisite:

None

Deregistration input:

TODO: complete

Expected output:

TODO: complete

2.4 Queries

The scenarios in this section exercise the query capabilities of the reference implementation of a federating CMDB.  The query service of the reference implementation is tested based on selectors, item selections, relationship selections, and directives.
2.4.1 Using an Instance ID Selector
The following scenario selects the first item of the asset MDR and the second computer system from the configuration MDR using of their candidate instance IDs.

Pre-requisite:

TODO: complete

Query input:

TODO: complete

Expected output:

TODO: complete
2.4.2 Using a Property Value Selector
This query retrieves computer systems that have the product ‘PN0’ installed.  The only host satisfying the constraint is the computer system with the serial number ‘SN00000’.





Pre-requisite:

TODO: complete

Query input:

TODO: complete

Expected output:

TODO: complete
2.4.3 Using a Record Type Selector
This query retrieves configuration items (CIs) that have an associated record type ‘operating system’.  The expected result is for all four operating systems to be returned.
Pre-requisite:

TODO: complete

Query input:

TODO: complete

Expected output:

TODO: complete
2.4.4 Selecting Items based on an Associated Super Type Record 
This scenario queries all operating systems that are a flavor of UNIX.  Notice that the query input uses the super type UNIX.  The following two configuration items are expected to be returned from the configuration MDR:

	SN22222
	host2.domain1.xyz.com.
	AIX

	SN22222
	host2.domain1.xyz.com.
	HP-UX


Pre-requisite:

TODO: complete

Query input:

TODO: complete

Expected output:

TODO: complete
2.4.5 Using an XPath Selector
This query uses the XPath selector to choose computer systems that have ‘host0.domain0.xyz.com.’ specified as their FQDN under the asset MDR.  The expected outcome is for the following to be returned:
	M0
	MDL0
	SN00000
	D-000
	Desktop
	SBU11111
	host0.domain0.xyz.com.
	host0


Pre-requisite:

TODO: complete

Query input
TODO: complete

Expected output:

TODO: complete
2.4.6 Using Multiple Selectors
This query uses the following selectors to specify two query constraints on the asset MDR:
· recordTypeSelector: All records of type ‘computer’
· propertyValueSelector: Items that have FQDN = ‘host0.domain0.xyz.com.’
Pre-requisite:

TODO: complete

Query input:

TODO: complete

Expected output:

TODO: complete
2.4.7 Querying Relationships that Span Multiple MDRs

This query selects all computer systems that:

· Host a non-Windows operating system

· Have an asset tag = B-000
The query graph is shown in figure 2.3.




The computer system with the serial number ‘SN22222’ happens to satisfy the constraints of this query.
Pre-requisite:

TODO: complete

Query input:

TODO: complete

Expected output:

TODO: complete
2.4.8 Querying Relationships with Min and Max Cardinality

This query selects computer systems that have exactly two operating systems installed.  The only computer system satisfying this condition is the host with the serial number ‘SN22222’.  The minimum and maximum attributes are used to specify this cardinality for the relationship.
Pre-requisite:

TODO: complete

Query input:

TODO: complete

Expected output:

TODO: complete
2.4.9  Using a Drop Directive

The following query is identical to the query specified in section 2.4.8 but uses the drop directive to only return the computer system items.  All other items and relationships are removed using the drop directive.
Pre-requisite:

TODO: complete

Query input:

TODO: complete

Expected output:

TODO: complete
2.4.10  Using a Property Subset Directive

The following query selects all computer systems from the asset MDR but only returns the ‘SerialNumber’ and the ‘AssetTag’ property using a property subset directive.
Pre-requisite:

TODO: complete

Query input:

TODO: complete

Expected output:

TODO: complete
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Figure 2.1– The type hierarchy of the operating systems





Table 2.0 – The content of the asset repository
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Figure 2.0 – The type hierarchy of the asset MDR
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Table 2.3 – Installed software under the configuration MDR





Table 2.2 – Operating systems under the configuration MDR





Table 2.1 – Computer systems under the configuration MDR
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Table 2.5 – Return result of the query





Table 2.4 – The unsupported record





Figure 2.2 – The query input graph of the scenario








Figure 2.3 – The query input graph of the scenario
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