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Capacity of a LoRaWAN cell
• How many nodes can a single GW handle?
✓ We are looking at uplink capacity only!

• LoRaWAN transmissions
✓ Aloha access

▶ With physical capture!
  Reception of a given frame if the colliding frame is 6 dB weaker3

✓ Several spreading factors SF7 — SF12
▶ Quasi-orthogonal symbols (16 to 36 dB rejection)1
▶ Transmission duration ∼ doubles from SFn to SFn+1

✓ Stringent duty cycle limitations (1% in each sub-band)
✓ Relatively short frames

  2.5 s of time on air at SF12 for 59 bytes!

GW
ConcentratorSF7

SF8

SF9
Network Server App Server

…

3Dedicated networks for IoT : PHY / MAC state of the art and challenges, C.
Goursaud, J.M. Gorce, 2015



LoRaWAN single gateway capacity — 3

SF boundaries
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Previous work
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power of end-device i in milliwatts, and |hi|2 is the channel
gain modelled as an exponential random variable with mean
one. We can thus formulate the first outage condition as the
complement of the connection probability:

H1 = P
⇥
SNR � qSF

�� d1
⇤
, (2)

which essentially calculates the probability that at any given
instance of time, a received signal s1(t) from an end-device
located d1km from the gateway will not satisfy the SNR
threshold qSF, a piecewise constant function of the distance
d1 as described in the penultimate column of Tab. I.

2) Outage Condition 2: The second outage condition is
concerned with the strongest interfering received signal which
is of the same spreading factor as the desired one. We therefore
label the strongest interfering signal k⇤ defined as

k
⇤ = argmax

k>1
{Pk�

SF
k |hk|2g(dk)}, (3)

where we have dropped the time dependence of received
signals since the system is assumed ergodic (i.e., any two
instances of time are statistically independent). Note that the
transmit powers of end-devices with the same SF signals are
assumed equal. The second outage condition is therefore given
by the complement of:

Q1 = P
h |h1|2g(d1)
|hk⇤|2g(dk⇤)

� 4
��� d1

i
, (4)

thus providing a statistically meaningful performance metric
quantifying when collisions of the same SF are significant.
Intuitively, we expect Q1 to decay with increasing N̄ .

Combined, the two outage conditions form the joint outage
probability J1 of a received signal s1 given by the complement
of a successfully received signal defined as J1=1�H1Q1.

3) Coverage Probability: The coverage probability is the
probability that a randomly selected end-device is in coverage
(i.e., not in outage) at any particular instance of time. One
may obtain the system’s coverage probability }c with respect
to X ={H1, Q1, H1Q1} by de-conditioning on the position of
the specific end-device achieved by averaging over V

}c[X ]=
2

R2

Z R

0
X (d1)d1dd1, (5)

thus giving a system-level performance metric for a single
gateway LoRa network with approximately N̄ end-devices in
terms of the complementary outage probability. Of course,
}c[H1] is independent of the deployment density ⇢=N̄/V .

A. Mathematical Analysis

1) Outage Condition 1: We can directly calculate (2) by
simply rearranging SNR for |h1|2⇠exp(1) to get

H1(d1) = P

|h1|2 � N qSF

P1g(d1)

��� d1
�
=exp

✓
� N qSF

P1g(d1)

◆
.

(6)
Note that other than the distance dependent outage condition
qSF, equation (6) is the standard point-to-point complementary
outage probability and can be calculated for other wireless
fading channels [9], anisotropic antenna gains [10], and for
MIMO arrangements [11]. Moreover, note that (6) is indepen-
dent of the end-device deployment density ⇢=N̄/V .

2) Outage Condition 2: The network performance analysis
due to co-spreading factor interference, as embodied by (3) and
(4) is non-standard and novel. To calculate the second outage
condition through (4) we make use of the theory of order
statistics (maximum among several i.i.d. random variables)

Q1(d1) = E|h1|2
h
P
h
Xk⇤ < |h1|2g(d1)/4

��� |h1|2, d1
ii

(7)

where we have set Xk⇤ = |hk⇤ |2g(dk⇤). To make progress we
first require the product distribution of Xi= |hi|2g(di) which
we now calculate for the case of a uniform deployment of N
end-devices in a disk of radius R km around the gateway.

Product distribution: We assume that only end-devices
located inside an annulus V̂(d1) ⇢ V defined by the inner
and outer radii lj and lj+1 km, respectively, have the same
SF as the desired signal from the end-device located at d1 2
[lj , lj+1). We therefore have that |V̂(d1)| = ⇡(l2j+1 � l

2
j ).

Therefore, the pdf of the distance di to the gateway of a
randomly chosen point i within the same annulus V̂(d1) is
given by fdi(x) = 2⇡x/|V̂(d1)|. Calculating the pdf of g(di)

fg(di)(x) =
���

d
dx

g
�1(x)

���fdi

�
g
�1(x)

�
=

�
2
x
� ⌘+2

⌘

8⌘⇡|V̂(d1)|
(8)

which has a finite support on g(lj+1)xg(lj), and recalling
that |hi|2⇠exp(1), it follows that the pdf of Xi is

fXi(z) =

Z g(lj)

g(lj+1)

1

x
fg(di)(x)f|hi|2(z/x)dx

=
�
2
z
� ⌘+2

⌘

8⌘⇡|V̂(d1)|


�
⇣
1 +

2

⌘
,

z

g(x)

⌘�x=lj

x=lj+1

,

(9)

supported on z 2 R+, where �(·, ·) is the upper incomplete
gamma function. Integrating (9) we arrive at the cdf of Xi

FXi(z)=
z

2
⌘ �

2

16⇡|V̂(d1)|


(e

�z
g(x) �1)z

2
⌘

g(x)
2
⌘

��
⇣
1+

2

⌘
,

z

g(x)

⌘�x=lj

x=lj+1

(10)
Order statistics: From a sample of n > 0 independent and

identically distributed random variables distributed according
to FXi(z), we may obtain the distribution of the maximum,
i.e., the strongest interfering signal Xk⇤ , by using the theory of
order statistics: FXk⇤ (z)=En

h
[FXi(z)]

n
i
, where the sample

size n is a Poisson distributed random variable with mean
v=p0⇢|V̂(d1)| given by the expected number of concurrently
transmitting end-devices in the same SF annulus V̂(d1) as
that of the desired signal. Using these definitions we can
write FXk⇤ (x) =

P1
k=0[FXi(x)]

k vke�v

k! . Deconditioning on
the channel gain |h1|2 we finally arrive at

Q1=E|h1|2
h
FXk⇤

⇣ |h1|2g(d1)
4

⌘i
=

Z 1

0
e
�z

FXk⇤

⇣
zg(d1)

4

⌘
dz.

(11)
Equation (11) can only be computed numerically. Instead we
may approximate it by Taylor expanding FXi(zg(lj+1)/4) for
small z ⌧ 1, and retaining the leading order term to obtain a
rough approximation of Q1(d1) in closed form given by

Q1⇡
2e�v

l
⌘
j+1(⌘ + 2)|V̂(d1)|

⇡vl
⌘+2
j + l

⌘
j+1

�
2(⌘ + 2)|V̂(d1)|� ⇡vl

2
j+1

� (12)

Note that Q1 has a piecewise constant dependence on d1 via

⇑ Check out the cool math formulas! ⇑
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Previous work (cont.)
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Fig. 2. a) Complement of the outage probabilities H1 (blue), Q1 (purple),
Q1 (black), and H1 ⇥Q1 (yellow) plotted as functions of the distance
from the gateway d1km assuming an average of N̄ = 500 end-devices in
a deployment area of radius R=12km. b) Coverage probabilities }[X ] for
X = {H1, Q1, H1Q1} using the same colouring and markers as in a) for
different mean values of end-devices N̄ 2 [1, 2000]. Solid lines are calculated
via (6), (11), and (12), and numerically integrated according to (5), whilst
markers are obtained via Monte Carlo simulations. The right panels are the
same as on the left but plotted on a log-linear scale. Parameters used: ⌘=2.7
(sub-urban), p0=1%, and P1=19dBm.

lj , lj+1, v, and |V̂(d1)|, and is therefore a very crude approx-
imation of Q1 as can be seen from the numerical simulations
in Fig. 2a) described below. Nevertheless, (12) captures the
general trend of Q1 as confirmed by numerical simulations,
and is much easier to calculate than (11). Moreover, note that
this general trend can often be more insightful and practically
helpful for wireless network design and field engineers.

B. Numerical Simulations and Discussion

Fig. 2 shows Monte Carlo computer simulation results ver-
ifying the above derivations. For simplicity, we use Semtech’s
recommended values of li = 2i for i = 0, . . . 5 [12]. Each
marker in Fig. 2 corresponds to the simulated performance
of the single gateway LoRa network in the UL, averaged
over 105 random deployment realisations of the PPP in V .
An excellent agreement is observed between the derived
results and the simulated ones, except for Q1 which only
captures the downward staircase trend of Q1. A distance
dependent SNR threshold qSF is assumed (see penultimate
column of Tab.I). This has a striking saw-tooth effect on
the SNR dependent outage condition H1, demonstrating a
boost in performance as an end-device transitions into regions
of higher SF. This is a unique feature of LoRa and is a
direct consequence of qSF. Interestingly however, the saw-
tooth direction is reversed and the boost becomes a drop when
considering co-spreading interference in Q1. This behaviour
is purely due to geometrical reasons. Namely, for uniform
PPP the number of interfering end-devices in adjacent SF
regions is proportional to |V̂(d1)|⇠ d1. Hence the saw-tooth
boosting effect is somewhat diluted when considering the
joint complementary outage probability H1Q1 (yellow curve).
Finally, it is observed that coverage probabilities }c[Q1], and
}c[H1Q1] decays exponentially with the expected number of
end-devices N̄ whilst }[H1] is constant as expected (see right
panel of Fig. 2b)). This is a direct consequence of co-spreading
factor interference where it becomes increasingly less likely
that the desired signal is at least four times stronger than any of

the interfering ones. Interestingly, it is possible to distinguish
when co-spreading factor interference is the dominant cause of
outage, i.e., a scalability limit, which in Fig. 2b) is indicated by
a vertical line. This of course depends strongly on the wireless
propagation environment and the transmission scheme details.

V. CONCLUSION

We have investigated the effects of interference in a single
gateway LoRa network, a LPWA technology with promising
IoT applications. Unlike other wireless networks, LoRa em-
ploys an adaptive CSS modulation scheme, thus extending
the communication range in the absence of any interference.
Interference is however present when signals simultaneously
collide in time, frequency, and spreading factor. Leveraging
tools from stochastic geometry, we have formulated and solved
two link-outage conditions, one based on SNR, and the
other on co-spreading sequence interference. Each displays
interesting behaviours, unique to LoRa, with the latter caus-
ing performance to decay exponentially with the number of
end-devices, despite various interference mitigation measures
available to LoRa, thus limiting its scalability. It is interesting
that LoRa networks appear to be impervious to cumulative in-
terference effects (typically modelled as shot-noise [8]). If this
assumption is invalid, then our qualitative results are simply
optimistic upper bounds towards network scalability. Going
beyond this first foray into the modelling of LoRa, it would
be interesting to understand the effets of multiple gateways [6],
and spatially inhomogeneous deployments. Finally, we point
towards recently developed packet-level simulators [13] which
can further shed light into the performance of LoRa networks.
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Attenuation + Fading

Collisions

SF7
SF8

SF9
SF10 SF11 SF12

Attenuation, 
Fading, Collisions

500 nodes

• H1 — Outage due to attenuation

• Q1 (or Q1) — Outage due to collision

Several follow-up papers… e.g. taking into account inter-SF
interference (Mahmood et al., 2018), antenna diversity
(Hoeller et al., 2018)…
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The devil is in the details
• 1% duty cycle for all nodes, regardless of SF
  This means that the application changes the amount of data
depending of the SF!?  — I don’t think so

• Also, there are 3+ channels per band!

• Collision probability: given by “the expected number of
concurrently transmitting end-devices”: Nnodes(SF)× 1%

But this is Aloha!
⇒ the probability of collision is 2× Nnodes(SF)× 1%

d

2d
• H1 on the graph does not match the provided formula
  No big deal – the formula does not really make sense anyway

(a mashup of free space and 2 ray ground)

• Arbitrary SF boundaries at 2, 4, 6, 8 and 12 km (really?)
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So, can we tidy things up?

• There are at least 3 channels per band ⇒ duty cycle: 0.33%
• Use same traffic for all SF:
✓ Saturate SF12
✓ 59B, 2.466 s of time on air, 1 packet / 747 s per frequency channel
✓ We will be able to repeat this packet 6 times!

(3 times in subband h1.3, 3 times in h1.4)
✓ 6 repetitions → 40% PDR (Packet Delivery Ratio) gives 95%

data extraction
— with 12 repetitions, we need only 22% PDR—

• Okumara Hata propagation model
  (less favorable than anything else)

• Collision probability: use an Aloha/Poisson traffic model with
capture

(works just as well as the “theory of order statistics”)
(Sorry, math nerds…)

• Which SF should each node pick? — This is not a detail!
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Aloha with capture in a Rayleigh channel

• Probability of no interference : exp(−2v)
where v: frame arrival intensity × frame duration

• Probability of single interference, 6dB lower:

2

5
v exp(−2v)

(The probability that another frame is x times lower is 1
x+1 with

exp. distribution)

• With 2 or more interferers, we consider the frame lost (rare
anyway)

• We consider that all nodes in a given SF get similar attenuation
(mostly wrong for SF7, but there are no collisions, see below)
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Regular SF boundaries
• SF boundaries at 2, 4, 6, 8 , 10 (and 12) km (more than half of
the nodes use SF11 or SF12)

• 500 nodes, Antenna height 15m, 6 dB gain
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Hum —
• Clearly, this channel model does not give a range of 12km!

• Let’s aim at a range giving empty channel PDR of e.g. 45% for
SF12. (9.1km)

• Let’s change of SF as soon as the SNR gives a PDR < 45%
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1000 nodes, PDR threshold = 45%
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Adjusting SF boundaries 45%/1k nodes

• 5 thresholds to adjust

• Algorithm: Nelder Mead simplex: max(min(PDR(SF))
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8000 nodes, PDR threshold = 90%
 Range: 5.3km
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Adjusted boundaries, 90% PDR/8k nodes
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Conclusion

• The smaller the radius, the more nodes can be handled
— up to 1000s of nodes!

→ And then, the downlink capacity will be the bottleneck

• The target SNR needs to be more and more discriminating for
higher SF

Very true for short range and dense cells
• How do we control the nodes (Network server + ADR MAC
messages)?

• Power control in SF7 zone would be much welcome!
(NB: increasing power then SF is also good in terms of power
consumption, see M. N. Ochoa et al., Evaluating LoRa Energy
Efficiency for Adaptive Networks: From Star to Mesh
Topologies, WiMob 2017)
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Conclusion

• The smaller the radius, the more nodes can be handled
— up to 1000s of nodes!

→ And then, the downlink capacity will be the bottleneck

• The target SNR needs to be more and more discriminating for
higher SF

Especially for short range and dense cells

• How do we control the nodes (Network server + ADR MAC
messages)?

• Power control in SF7 zone would be much welcome!
(NB: increasing power then SF is also good in terms of power
consumption, see M. N. Ochoa et al., Evaluating LoRa Energy
Efficiency for Adaptive Networks: From Star to Mesh
Topologies, WiMob 2017)

• What if multiple gateways?


